
Документация, содержащая описание функциональных характеристик программного обеспечения
«Трэкбиз»
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CRM-система Трэкбиз — это комплексное решение для автоматизации процессов создания и изменения статусов заказов товаров, а так-же отчетности ПВЗ. Система обеспечивает обработку заказов в реальном времени, от момента приема до отправки, включая генерацию и печать этикеток для эффективной сортировки товаров. Помимо этого, Трэкбиз предоставляет широкий спектр инструментов для управления доставками, формирования детальной финансовой отчетности и учета управления персоналом, оптимизируя тем самым все ключевые бизнес-процессы ПВЗ. Вход в личный кабинет пользователя позволяет совершать клиенту создавать заказ самостоятельно и в онлайн режиме отслеживать его статус.
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· Управление программным обеспечением
Система позволяет централизованно обновлять модули и настройки без необходимости ручной установки. Это обеспечивает оперативное внедрение новых функций и поддержку актуальной версии сервиса на всех рабочих точках.
· Гибкая настройка безопасности
Возможность задать уровни доступа и отслеживать действия в системе. Это помогает защитить данные и ограничить доступ к чувствительной информации.
· Централизованное обновление параметров
Обновление конфигураций и других данных происходит удалённо. Не нужно вручную обновлять каждую точку — всё синхронизируется автоматически.
· Мониторинг и аналитика
Реальное время и история: вы всегда знаете, где находится товар, как работают сотрудники, какие маршруты наиболее загружены и где возможны оптимизации.
· Управление сертификатами и безопасными соединениями
Система обеспечивает работу с SSL-сертификатами и защищёнными каналами для обмена данными.
· Журналы и аудит
Полный лог всех действий пользователей и системных операций. Поддержка соответствия внутренним политикам и требованиям безопасности.
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Программные требования:
Фреймворк: Nuxt 3 (на базе Vue 3), использующий Composition API и серверный рендеринг.
Язык разработки: TypeScript.
Стилизация: Tailwind CSS.
База данных: PostgreSQL, управляемая через ORM Prisma.
Бэкенд-логика: Встроенные серверные модули Nuxt (server routes, API endpoints).
Хостинг: Платформа Timeweb Cloud с поддержкой CI/CD, автоматического масштабирования и резервного копирования.
Защищённое соединение: Использование HTTPS и SSL-сертификатов для безопасного обмена данными между клиентами, сервером и внешними API.

Аппаратные требования:
Процессор: Минимум 2 виртуальных ядра (vCPU), желательно с частотой от 2.0 ГГц.
Оперативная память: от 2 ГБ RAM (для небольших проектов), рекомендуется 4–8 ГБ для стабильной работы под нагрузкой.
Хранилище: SSD-накопитель от 20 ГБ и выше (зависит от объема логов, пользовательских данных и резервных копий).
Сеть: Высокоскоростной канал связи с пропускной способностью от 100 Мбит/с, поддержка HTTPS.
Резервное питание и отказоустойчивость: обеспечивается средствами Timeweb Cloud.
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Описание технической инфраструктуры
Технологический стек:
Фронтенд: Nuxt 3 + Tailwind CSS + TypeScript.
Бэкенд: Server API на Nuxt 3 (с использованием встроенного SSR и API routes).
ORM: Prisma (в связке с PostgreSQL/MySQL).
Деплой: Timeweb Cloud (CI/CD, автообновление, резервное копирование).
Дополнительные библиотеки: Pinia (для глобального состояния)
Основные модули системы:
Управление доставками – хранение, планирование и отслеживание заказов.
Финансовая отчётность – отображение и экспорт финансовых показателей.
Модули пользователей и ролей – разграничение прав доступа, профили пользователей (менеджер, курьер и т.п.).
Загрузка и хранение данных – поддержка импорта и экспорта Excel/CSV-файлов, хранение данных в базе через Prisma.
Мониторинг и логирование – лог действий пользователей, статусы операций, журнал событий.
Справочники и параметры – динамически настраиваемые параметры: регионы доставки, статусы заказов, финансовые коды и прочее.
Интеграции с внешними сервисами – возможна работа с платёжными API, сервисами проверки адресов, системами уведомлений (email, SMS, Telegram).
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· Запуск системы
Перед запуском убедитесь, что все внешние сервисы (база данных, файловое хранилище, интеграционные API) и облачная инфраструктура Timeweb Cloud работают стабильно.
Запуск и перезапуск осуществляется через встроенные CI/CD-инструменты Timeweb Cloud или вручную через панель управления. После деплоя проверьте доступность сайта, API и админ-панели.
· Управление
Для управления состоянием системы рекомендуется использовать:
Журналы Nuxt (server logs) — для отслеживания ошибок и предупреждений;
Мониторинг Timeweb Cloud — для анализа производительности и доступности (нагрузка, статус БД, сеть и пр.);
Систему логирования (встроенную в Prisma) — для отслеживания действий пользователей, администраторов и состояния операций.
Оперативное управление осуществляется через админ-панель или консоль управления Timeweb Cloud.
· Резервное копирование и восстановление
База данных: автоматические или ручные резервные копии PostgreSQL, настраиваемые в Timeweb Cloud.
Файлы и конфигурации: рекомендуется использовать систему контроля версий (Git) и CI/CD с возможностью быстрого rollback.
Регулярно проверяйте корректность восстановления из резервных копий на тестовом стенде.
· Обновление
Обновления системы выполняются через деплой новой версии проекта (через CI/CD или вручную).
Перед деплоем рекомендуется протестировать новую версию в тестовой среде или staging-окружении.
Обновление зависимостей (npm, Nuxt, Tailwind, Prisma) должно происходить централизованно с фиксацией версий в package.json.
После обновления:
· Прогоните миграции базы данных через Prisma.
· Проверьте основные пользовательские сценарии и отчеты.
· Техническая поддержка
Поддержка пользователей может осуществляться через следующие каналы:
Telegram / чат поддержки
При поступлении запроса необходимо:
a. зафиксировать имя пользователя, дату и время обращения
b. Описать суть проблемы
c. Присвоить приоритет (высокий, средний, низкий)
d. Назначить ответственного за решение и отслеживать статус
· Завершение работы
Завершение работы системы возможно при плановом отключении сервера или в случае обновлений:
Убедитесь, что все пользователи вышли из системы или завершили сеансы.
Завершите фоновые задачи (если есть) и остановите серверные процессы (npm run stop, pm2, docker и др.).
Зафиксируйте все активные транзакции и действия, чтобы исключить потерю данных.
Если используется выделенный сервер — завершите его работу через интерфейс Timeweb Cloud.

